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Background

Modality Imbalance
◼ Due to modality heterogeneity, multi-modal learning (MML) is often dominated by

stronger modalities, which leads to insufficient learning of weaker ones and ultimately
suboptimal overall performance.
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Background

Modality Rebalance Method

◼ Learning-objective-based: MMPareto[ICML’22] , LFM[NeurIPS’24]

◼ Optimization-based: OGM-GE[CVPR’22] , IGM[IJCAI’25]

◼ Architecture-based: UMT[ICML’23]

◼ Data-augmentation-based: SMV[CVPR’24]
Outstanding Performance!
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Background

Motivation
◼ Although existing methods have shown promising results, they generally overlook a key

aspect: MML can be highly sensitive to the training sequence.

CL effectively boosts MML performance, whereas anti-CL degrades it!



CONTENTS

7

Background

Method

Experiments

Conclusion



8

Method

Multi-perspective Measurer
◼ To construct well-structured training sequences that address modality imbalance, we first

measure the balance degree of a multimodal sample from the following perspectives:

◆ Correlation Criterion ◆ Information Criterion

◆ Balance Score

The balance score of a sample can be formulated as:
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Method

 Training Scheduler
◼ After evaluating the balance score of each sample, we then proceed to control the

presentation order of training data from balanced to imbalanced samples:

◆ Heuristic Scheduler

maps the training epoch t
to an interval .

At epoch    , the current batch data             is randomly sampled from the top       proportion of 
the training data in the entire ranked sequence            :
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Method

 Training Scheduler
◆ Leaning-based Scheduler
We update the balance score in a certain epoch E. The -th balance score can be denoted as:

where                    , t denotes the   -th epoch. 

The sampling probability for
each data point can be
denoted as:

Finally, is sampled with
to construct the current batch
data :
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Experiments

 Classification Results

Our method achieves SOTA
performance across various
datasets.
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Experiments

 Further Analysis

◼ BSS is robust to the large pre-trained model.

◼ BSS is not sensitive to hyperparameters.

◼ Both ”PreSim” and “Loss”, can boost
classification performance.
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Experiments

 Case Study
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Conclusion

 Contributions

◼ We highlight the critical role of training sequences in addressing modality imbalance,

and show that well-structured sequences can significantly improve MML performance.

◼ We define a multi-perspective measurer to quantify the balance degree of each sample.

Based on the resulting balance scores, we then propose both a heuristic and a learning-

based sampling method to adjust the training sequences.

 Future Work

◼ Expect to extend BSS to other downstream tasks, such as cross-modal retrieval.

◼ …
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Q&A

Thank you for your listening!

KMG Group WeChat
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