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Modality Imbalance in Multimodal Learning
Modality imbalance arises when certain modalities contribute 
disproportionately during training. Stronger modalities tend to dominate 
the learning process, leading to insufficient utilization of weaker 
modalities and ultimately degrading overall model performance.

Limitations in Existing Rebalancing MML Methods
 Rebalance only after imbalance occurs:  Existing methods use 

deferred rebalancing, intervening only after imbalance emerges, 
limiting their ability to prevent it proactively.

 Learning under biased modality states: These methods train the 
model under modality imbalance, causing it to optimize based on 
biased representations and thereby affecting overall performance.

 Extract unimodal representation: 

Instantaneous Probe-and-Rebalance for MML

 Step one:  We leverage GMM to obtain the fusion representation                                                       
                              and prediction                                 . 
 Step two:  We measure Kullback–Leibler (KL) divergence to evaluate 

the strength of each modality:

 Step three: We define the instantaneous strength weight of  a specif-
ic modality based on the proportion of the KL divergence from anoth-
er modality:

Multimodal Fusion with GMM

overall framework

 Geodesic multimodal mixup (GMM):

 Generate normalized representation:
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 Proposed IPRM: An instantaneous probe-and-rebalance framework for 
multimodal learning.

 Key Techniques: Two-forward phase strategy and geodesic multimodal 
mixup for dynamic modality probing and weight adjustment.

 Effectiveness: Achieves consistent improvements over state-of-the-art 
methods on multiple benchmark datasets.
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Our Contributions

 A novel fusion representation strategy.
 A novel two-pass forward strategy.
 A novel integrated two-pass training method.

Instantaneous Probing Phase: During this phase,  we  probe the strength 
of modality imbalance based on multimodal and unimodal predictions.

 Step one: Update the  balanced weights for each modality at t-th ite- 
ration: 

 Step two: Obtain fusion representation                              and pred-
iction                              under balanced status.

 Step three: Update the initial weights for the next iteration to adjust 
the intervention intensity between modalities:

Overall Loss function

Rebalanced Learning Phase: At this stage, we perform rebalanced learn- 
ing under the balanced status.
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Towards Equilibrium: An Instantaneous Probe-and-Rebalance 
Multimodal Learning Approach


