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Motivation

.

Background
➢ Multimodal Classification Leverage multimodal data to improve

comprehension and processing of complex tasks.

➢ Different modalities converge at different speeds [Peng, et al, Wang, et

al], causing strong modalities to dominate while weak ones are ignored.

Alpha trend

Experiments

Classification performance

From the results, it reveals that:

➢ Our learning-based strategy consistently

outperforms baselines across datasets.

Visualization

Conclusion
This study identifies label fitting as a key cause of modality imbalance and proposes dynamically combining unsupervised

contrastive learning with supervised multimodal learning.

Future work will explore whether some labels inherently favor specific modalities.

yyang@njust.edu.cn

fqwan@njust.edu.cn

jiangqy@njust.edu.cn

yxu@dlut.edu.cn

Contact

Proposed Method

➢ The key cause of modality

imbalance is the bias introduced

during label fitting, where over-

reliance on one-hot labels amplifies

differences in learning dynamics

between modalities.

What are the core causes of 

modality imbalance?

Unsupervised contrastive learning

➢ Learn similar representations of different modalities

➢ Cross-modal similarity as a key learning signal, reducing 

reliance on one-hot labels.
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Supervised multimodal learning 

➢ Focuses on optimizing the fit of class labels
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Dynamic integration

➢ Gradually finds the optimal combination of modal

alignment and classification accuracy.

𝐿𝑇𝑜𝑡𝑎𝑙 = (1 − 𝜶)𝐿𝐶𝐿𝑆(𝜃) + 𝜶𝐿𝑀𝑀(𝜃)

➢ Heuristic: Focus on alignment first, then classification.

➢ Learning-based: Find optimal classification within

feasible regions across tasks
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➢ Focus first on alignment and then

on classification throughout the

training process

➢ Compared to CONCAT, our method better aligns features with

category labels by focusing on relevant modality details.
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